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Abstract.In the information age, cloud computing has become a major point of Internet application, linking 
a large number of computing, storage and software resources together to form a huge scale of shared virtual 
IT resource pool, providing users with seemingly "unlimited capacity" of IT services. However, while cloud 
services provide convenience for people's life and production and create a space for computing technology, 
the risks that come with it cannot be ignored. When data is handed over to cloud service providers, the one 
with priority access to data is not the corresponding user, but the cloud service provider, so the possibility of 
user data being leaked cannot be ruled out. Therefore, a comprehensive and dynamic evaluation of the quality 
level of cloud services becomes the focus. In this paper, we focus on the credible evaluation of cloud services, 
establish cloud service evaluation indexes based on comprehensive, clear and measurable guidelines 
according to the characteristics of cloud services, and propose an attribute reduction algorithm based on 
rough set and fruit fly optimization algorithm for cloud services in different scenarios to achieve attribute 
reduction and exclude redundant cloud service indexes for different types of cloud services. 
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1. Introduction 
Cloud computing is one of the current hot topics in the field of information technology, and is the focus 

of much attention from industry, academia, and government. Cloud computing[1] is the on-demand 
availability of computer system resources, particularly data storage (cloud storage) and computing power, 
without direct active management by the user. Based on the type of service resources provided, academia 
and IT industry classify cloud services into three categories: namely Software as a Service (SaaS), Platform 
as a Service (PaaS), and Infrastructure as a Service (IaaS). With the increasing popularity of cloud 
computing, the importance of credibility issues has shown a gradual increase and has become an important 
factor limiting its development. 

It is generally believed that, "credibility" refers to an entity's behavior and results can be expected in the 
process of achieving a set goal, which emphasizes the goal and achievement, predictability and 
controllability of behavior and results. Credibility software behavior can be simply understood as the idea of 
"consistency between words and deeds"[2]: "words" refers to the expected behavior of the software, "deeds " 
refers to the actual behavior of the software whilst "consistency" refers to verifying the consistency of the 
"words" and " deeds " of the system. The idea of credibility computing originates from human society, and it 
is to apply the successful management experience of human society to computer information systems and 
cyberspace to ensure the security and credibility of computer information systems and cyberspace. 

Due to the competition among various cloud service providers, more and more cloud services have 
similar functional attributes; For example, Amazon, Google, IBM and Alibaba all offer cloud storage 
services to their users. More and more people are attracted by cloud storage services that allow them to 
synchronize files with servers in the cloud and among different devices. It facilitates automatic file sharing 
and synchronization among different users[3]. For users of the service, using cloud computing services is 
tantamount to handing over their data to another profit-oriented company to hold on their behalf, the 
riskiness of which cannot be ignored. On February 28, 2017, Amazon's cloud storage server in Northern 
Virginia, USA, failed, resulting in thousands of web pages using the server becoming completely 
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inaccessible. A large number of app functions failed, and some of the more than 100,000 web pages within 
the incident affected nearly 10,000 companies, large and small, worldwide. Therefore, choosing the best 
service in a complex cloud environment becomes more challenging, and a reliable cloud service credibility 
index model needs to be established to provide a reliable reference for users to determine the right cloud 
service provider. 

To establish a credible index model for cloud services, the first step is to establish a cloud service 
evaluation index system. To evaluate service providers, the Cloud Services Measurement Initiative 
Consortium (CSMIC) proposed a standard measurement Index[4] (SMI), which contains a set of QoS 
indexes for key performance indicators, specifically including 8 categories and subdivided into 51 indexes; 
Based on the fuzzy comprehensive evaluation (FCE), Yanjuan Hu[5] et al. used a combination of qualitative 
and quantitative methods to establish a comprehensive evaluation index system and a fuzzy trapezoidal 
membership function; Guihua Nie[6] et al. proposed a complete cloud service evaluation index system; it 
solves the sort-order problem of evaluation indexes priorities with analytic hierarchy process (AHP), 
moreover, the quantitative models of qualitative indexes are also developed, which makes the purchase 
decision of cloud service become more scientific and convincing. By making use of analytic network process, 
based on characteristics of cloud services, referring to common QoS properties in cloud service evaluation, 
Cong Cheng[7] et al. established 11 cloud service evaluation indexes and each index is quantified. 

Many cloud service indexes, inevitably contain attributes that are not equally important or even 
redundant, so attribute reduction is needed for these attributes. Attribute reduction  is the removal of 
irrelevant or unimportant attributes while keeping the knowledge base classification capability unchanged. 
Rough Set (RS) proposed by Polish mathematician Pawlak in the early 1980s[8] is a new mathematical 
theory for dealing with imprecise, incomplete and incompatible knowledge, which has been widely used in 
many fields such as machine learning, data mining and pattern recognition in recent years, and Rough Set 
can effectively deal with many problems, including attribute parsimony. 

In this paper, we have five amount of sections; In Section 2, we construct a pre-selected cloud service 
credibility evaluation index system by selecting appropriate indicators based on the corresponding guidelines, 
Section 3 talks about the rough set and fruit fly optimization algorithms, and constructs an attribute reduction 
algorithm based on both for cloud service credibility evaluation index system. In Section 4, we conducted 
experiments on a self-built dataset based on this attribute reduction algorithm and set other two algorithms as 
the control group, and the experimental results indicated that the attribute reduction algorithm based on 
rough set and fruit fly optimization algorithms performed well on the cloud service credibility evaluation 
index system dataset. 

2. Cloud service evaluation index system 
The SMI framework proposed by the Cloud Services Measurement Initiative Consortium[3] contains as 

many as 51 indexes, but not all of them are actually applicable to the evaluation of cloud services, and the 
selection of indexes should be comprehensive, clear, and measurable. 

1. Comprehensiveness: The selected indicators should cover as much as possible the content of the 
evaluation, if something is missing, the evaluation will be biased. Another word for comprehensive is 
representative, the selected indicators can really reflect the evaluation content, although not comprehensive, 
but represents a certain side. 

2. Clarity: the purpose of the selected indicators is clear. From the evaluation of the content, the 
indicators can really reflect the relevant content, and must not be selected from the indicators that have 
nothing to do with the evaluation object and the evaluation content. 

3. Measurability: After establishing the indicator system according to some principles, these quantities 
are observable and measurable. 

Based on the above guidelines combined with qualitative indicator selection methods, not limited to the 
SMI framework, this study selects 18 representative indicators, gives the detailed calculation of each 
indicator, and establishes a common cloud service evaluation indicator system: 
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Fig. 1: cloud service evaluation index system. 

As shown in the figure 1, this study uses security, service performance, service feature, business, and 
credibility as the major categories of indicators to construct the cloud service evaluation index system, where 
we use security, service performance, service feature, and business as the conditional attributes of rough set 
attribute reduction, and credibility as the decision attribute of rough set attribute reduction. 

3. Attribute reduction based on rough set and Fruit fly optimization algorithm 
According to the guidelines for selecting indicators in the previous section, we obtain a generic cloud 

service evaluation indicator system. However, this index system is only a pre-selected index system, and in 
practical applications, the attributes in the knowledge base are not equally important resulting in  redundant 
attributes, which are highly relevant and have no or little impact on the decision after being removed. If the 
redundant attributes are not removed, the irrelevant attributes will have the same effect on the classification 
as the desired attributes, which will negatively affect the results. Therefore, we need to eliminate such 
redundant attributes to improve the accuracy and speed of decision making. 

The current ecology of cloud services has complexity, and the three levels of cloud services (IaaS, PaaS, 
and SaaS) which are not necessarily related to each other and do not depend on each other; by function, 
cloud services can be divided into cloud storage, cloud video, cloud games, etc. The attributes relied on by 
these kinds of cloud services are inconsistent, which means that the actually applied cloud service index 
system should be dynamic. Therefore, for different cloud services, we need to extract the characteristics of 
this class of cloud services from the dataset, and on the basis of the above common indexes system, we 
perform attribute reduction according to the characteristics of this cloud service, so as to obtain the index 
system for different cloud services. 

Attribute reduction, also known as feature selection, is considered from a mathematical point of view as 
having p-dimensional data x= {x1, x2,…, xp}, and by some method, getting new data x'= {x'1, x'2,…, x'k}, k
≤p, the new data retains the features of the original data to the maximum extent under some judging criteria. 
From the perspective of machine learning, attribute reduction methods can be divided into two categories, 
supervised and unsupervised, and the commonly used methods include principal component analysis (PAC), 
factor analysis (FA), rough set, etc. 

Among the attribute reduction methods, rough set theory has outstanding advantages in classification 
analysis and knowledge acquisition for imprecise, uncertain and incomplete data, so this study uses rough 
sets for attribute reduction work. 

3.1. Rough set 
Rough set is a mathematical tool proposed by Polish mathematician Z. Pawlak in 1982 to deal with 

ambiguous concepts. It has many unique advantages as it can reason directly from a decision table composed 
of data without any additional or extra conditions. After continuous development, rough sets have now been 
successfully applied in many fields such as data mining, machine learning, decision support systems, pattern 
recognition, fault detection, etc. 

Rough set attribute reduction is a core element of rough set theory. In the era of big data, the increase of 
data information allows scholars to perform knowledge discovery more accurately and truly, but the high-

32



 
dimensional data also makes the whole research process complicated and tedious. In information systems, 
not all information is helpful for people to make decisions or make predictions, which contains a large 
number of redundant attributes that do not contribute to the target problem. Therefore, removing redundant 
attributes from numerous data information, while keeping the classification of information systems 
unchanged, not only maintains the accuracy of results, but also reduces the difficulty and time of operations. 
This is the process of rough set attribute reduction is as follows: 

Definition 1: Call the quaternion S=(U, A, V, f) a decision system. Where U ≠∅is the domain of the 
argument; A = C ∪ D, C and D are the sets of condition and decision attributes, respectively, and C ∩ D = ∅; 
V is the set of value domains of attributes, V = Ua∈AVa，Vais the value domain of attribute a, f:U × A → V 
is an information function, and for ∀x ∈ U, a ∈ A, there exists f(x,a)∈Va. 

Each subset of attributes PA determines a binary indistinguishable relation. 

IND(P)={(x, y)∈U×U∣∀ a∈A, f(x, a)=f(y, a)}                                 (1) 

IND(P) is an equivalence relation on the domain of the argument U and IND(p)= ∩a∈p IND({a}). Let P, 
Q ∈ A. If P ∈ Q, then IND(Q) ∈IND(P). 

The relation IND(P),P∈A constitutes a division of U, denoted by U/IND(P), abbreviated as U/P, and any 
element [x]pin U/IND(P) is called an equivalence class. 

Definition 2: Let X ∈ U, R be an equivalence relation on U, and U/R be the division of R into U. The 
subsets R-X=∪{Y∈U/R|Y∈X},R-X=∪{Y∈U/R|Y∩X≠∅} are called the lower and upper approximation of 
X with respect to R, respectively. 

Definition 3: Let P and Q be equivalence relations in U. The P-positive domain of Q is denoted as 
POSp(Q), i.e. 

POSp(Q)=ux∈U/QR_X                                                  (2) 

The dependency between Q and P is defined as 

γP(Q)=|POSP(Q)|/|U|                                                    (3) 

where, 0 ≤γ_P (Q)≤ 1 
In the decision table, different attributes may have different importance. In order to find out the 

importance of some attributes (or attribute sets), some attributes can be removed and the change in the 
classification without the attribute can be examined, and the greater the change indicates high importance, 
and vice versa the importance of the attribute is low. 

Definition 4: Let the decision system S=(U, A, V, f), A=C∪D and C∩D=∅, C and D are the set of 
conditional attributes and the set of decision attributes, respectively, and the importance of the subset of 
attributes C’⊆C with respect to D is defined as 

σCD�C’�= γC-C’(D)                                                                        (4) 

In particular, when C’={a}, the importance of the property a∈C with respect to D is 

σCD(a)=γC(D)–γC-a(D)                                                                    (5) 

Definition 5: Let the decision system S=(U, A, V, f), A=C∪D and C∩D=∅, C and D are the set of 
conditional attributes and the set of decision attributes, respectively, C={a1,a2, …,am}, then the weights of 
attribute ai are  

ωi=σCD(ai)/∑ σCD(ai)m
i=1                                                                 (6) 

3.2. Fruit fly optimization algorithm 
The fruit fly optimization algorithm (FOA)[9] is a search-based global optimization evolutionary 

algorithm that evolved from the foraging behavior of fruit flies. Fruit flies possess better olfactory and visual 
properties than other species. The fruit fly population collects various odors floating in the air through 
olfaction, then approaches the direction of food, and uses vision to identify the location of food and 
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companions, converges to the location with high concentration of food flavor, and then uses olfaction to fly 
out in random directions to find the specific location of food, and so on until food is found. 

Among various population intelligence optimization algorithms, FOA has the advantages of simple 
computation process, easy to convert its concept into program code and very easy to understand, etc. Besides, 
when the number of evolution is small, FOA has the highest convergence accuracy and the fastest 
convergence speed compared with other algorithms. Since the traditional rough set attribute reduction 
algorithm has the defects of easily falling into local optimum and slow learning convergence speed, this 
study adopts the FOA algorithm combined with the rough set approach for the attribute reduction of cloud 
service evaluation index system. The following shows the steps required to perform the FOA analysis: 

Step1: Since the location of the food is not known, the distance between the individual fruit fly and the 
far point is estimated first, and then the value of the taste concentration judgment of the individual fruit fly is 
calculated, which is the reciprocal of the distance. 

Disti= �Xi
2+Yi

2; Si=1/DistI                                                           (7) 

Step 2: The random direction and distance given to individual fruit flies to search for food using 
olfaction, RandomValue is the search distance. 

Xi=Xaxis +RandomValue;Yi=Yaxis+RandomValue                                             (8) 

Step3: Initialize population size POPsize, maximum iteration number Maxgen, fitness function Fitness, 
randomly initialize fruit fly population location Xaxis, Yaxis. 

Step4: Substitute the taste concentration determination value Si into the fitness function Fitness to find 
the taste concentration of individual fruit fly locations. 

smelli=function(Si)                                                                           (9) 

Step 5: Identify the individual fruit fly with the lowest or highest flavor concentration in the population 
(optimal individual). 

[bestSmell,bestIndex]=min/max(smelli)                                              (10) 

Step 6: The value of bestSmell was recorded and retained with its X and Y coordinates while the 
population flew towards the location using vision. 

smellBest= bestSmell                                                              (11) 

Xaxis=X(bestIndex);Yaxis=Y(bestIndex)                                               (12) 

Step 7: Record and keep the best flavor concentration value bestSmell with its X-coordinate and Y-
coordinate, and enter into iteration to find the best. Repeat steps 2 - 5 to determine whether the best flavor 
concentration is better than the best flavor concentration of the previous iteration. If the current iteration 
number is less than the maximum iteration number , then execute step 6. 

3.3. Algorithm flow 
To solve the shortcomings of rough sets, this paper combines both the fruit fly method and rough sets, 

which can make full use of the features of the Fruit fly algorithm such as global optimization search and 
small computation, and overcome the defects of rough sets such as easy to fall into local optimum and slow 
learning convergence speed. 

A suitable fitness function plays an important role in the feature selection method. The fitness function 
used in this study is as follows: 

Fitness=α×γB(D)+β×|C|−|B|
|C|                                                       (13) 

where α+β=1and α,β∈[0,1], |C| is the total number of feature attributes of the dataset, |B| is the length of 
the currently selected feature subset, andγB(D) is the attribute dependency. This fitness function consists of 
attribute dependency and feature subset length to ensure that the selected feature subset has a good attribute 
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dependency and a small number of features in the feature selection process. It can be found from the 
experiment that attribute dependency is more important for feature selection. According to experience, it is 
usually set α=0.9, β=0.1. The purpose of the algorithm is to maximize the fitness function fitness. 

 
Fig. 2: Algorithm flow 

4. Experiments And Analysis 
Python 3.6 was used for the implementation of this study, and the experimental environment was 

configured as shown in the following table: 

Table 1: Experimental environment configuration 
CPU 11th Gen Intel(R) Core(TM) i5-11400F @ 2.60GHz 
GPU GTX 3060 
Memory 16G 
Operating System Windows 10 

The conducted experiments are divided into two phases, namely data preprocessing and attribute 
reduction. In the data preprocessing stage, the data set is normalized using the Min-Max normalization 
method, then the simulated data set is attribute reduced using various attribute reduction algorithms, 
including fruit fly optimization algorithm-based rough set attribute reduction algorithm. 

4.1. Data pre-processing 
The performance evaluation of attribute reduction based on rough set and fruit fly optimization algorithm 

is validated using a simulated dataset, which is built with reference to QWS dataset andCloud Armor trust 
feedback dataset. The following table shows the basic information of the simulated dataset. 

Table 2: Data set information 
ID Name of data set  Number of attributes Sample size 
1 CSP_dataset_1 18 5000 
2 CSP_dataset_2 18 8000 
3 CSP_dataset_3 10 5000 

 
In the initial stage of the experiment, data normalization was used to minimize the effect of high-value 

features. Each feature in the sample is normalized so that all values lie in the range [0,1]. 

yi=
xi-min{xj}

max�xj�-min{xj}
,1 j≤n                                                           (14) 

The discrete and continuous values in the dataset were converted to a compatible format by a data 
mapping technique, i.e., mapping the discrete and continuous values, to values from 1 to n, where n 
represents the total number of conditional attributes. 
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4.2. Attribute reduction 

In this paper, a rough set-based attribute reduction algorithm (RS); two intelligent rough set-based 
attribute reduction algorithms: particle swarm-based rough set attribute reduction algorithm (PSORS) and 
fruit fly optimization algorithm-based rough set attribute reduction algorithm (FOARS) are chosen to 
conduct experiments to calculate the results of attribute reduction and the classification accuracy of these 
algorithms,  the number of particle population is 20, and the iteration number is 100, where, the classification 
accuracy is obtained by the KNN (k-nearest neighbor classification) algorithm: 

1. Time consumption comparison 
Observing figure 3, the following conclusions can be drawn. 
(1) For the same dataset, the consumption time of the FOARS algorithm is better than that of the PSORS 

algorithm, but significantly higher than that of the RS algorithm. 
(2) With the increase in the number of attributes or the increase in the number of samples, the increase in 

the consumption time of the FOARS algorithm is better than that of the RS algorithm and the PSORS 
algorithm. 

2. Comparison of number of attributes after attributes reduction 
From Figure 4, the PSORS algorithm and FOARS algorithm outperform the RS algorithm in terms of the 

number of reduced attributes, and the FOARS algorithm outperforms the PSORS algorithm in terms of the 
number of reduced attributes in the case of a larger number of samples. 

 

Fig. 3: Comparison of running time. 

 
Fig. 4: Comparison of number of attributes. 

 
Fig. 5: Comparison of Classification accuracy amongthreealgorithm 

3. Comparison of classification accuracy 
Observing figure 5, the following conclusions can be drawn. 
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(1) For the FOARS algorithm, the classification accuracy improves both before and after the dataset 

reduction, and the classification accuracy reaches more than 90% for some datasets. 
(2) For the same dataset, the classification accuracy of the FOARS algorithm is better than that of the RS 

algorithm, and compared with the PSORS algorithm, the FOARS algorithm performs better with a lower 
number of attributes. 

The experimental results show that the algorithm in this paper retains the advantages of rough set and 
overcomes the defects of traditional RS algorithm, which can solve the cloud service attribute reduction 
problem. The algorithm in this paper has obvious advantages in terms of the number of attribute reduction 
and classification accuracy. 

5. Conclusion 
In this paper, based on the comprehensive, scientific and measurable nature, a credible evaluation model 

for cloud services is proposed, and a rough set attribute reduction algorithm based on the fruit fly 
optimization algorithm is proposed to solve the problem of low efficiency of the traditional attribute 
reduction algorithm and improve the global search capability of the algorithm. Finally, the concept of 
dependency in rough sets is used to evaluate the relevance of the generated attribute subsets, and the 
performance of the algorithm is evaluated by verifying the obtained classification accuracy and the number 
of attributesafterreduction. The experimental results show that the algorithm in this paper has better 
reduction ability compared with RS and PSORS algorithms. For the same dataset, this algorithm can obtain a 
smaller number of attribute subsets and higher classification quality. 

After obtaining the reduced dataset, the subsequent research focuses on how to select the appropriate 
cloud service provider. This study will use the improved TOPSIS method to rank the cloud service providers 
and select the most suitable cloud service provider. 
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